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Abstract

Redirection techniques allow users to explore virtual environments (VEs) larger than the

tracked work space by imperceptibly manipulating the VE according to rotation gain thresh-

olds. Previous work has estimated these thresholds, but this previous work was conducted on

now-outdated hardware with a 40° �eld of view (FOV) and without distractors—objects in

the VE that aim to capture the user's attention. We present a within-participant user study in

which we estimate and compare detection threshold gains for 40� and 110� FOVs with and

without distractors. Our results show that users tolerate more redirection with a wider FOV.

Signi�cant differences were found between female and male thresholds, as well as between

men with 40� and 110� FOVs. We also found strong correlations between simulator sickness

and threshold gains.

Psychophysical experiments often require that participants complete hundreds of trials in

order to generate enough data for analysis. We investigate the viability of using fewer trials to

yield similar results. Using participants' con�dence in the correctness of their responses, we

implement a novel statistical method that claims to estimate psychometric curve parameters

in fewer trials. Our results suggest that an alternative study design may be required to make

use of this model, and future directions for research in this �eld are discussed.
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Chapter 1

Introduction

Virtual reality (VR) is a computer-generated experience in which the user is fully immersed

in a 3D virtual environment (VE). In VR, the user sees the environment from a �rst-person

perspective and the computer tracks the position of the user's head. Head tracking is

commonly done with ahead-mounted display(HMD) which doubles as the display through

which the user observes the VE. When the user moves their head, the view of the environment

changes according to that movement. Additionally, VR is an interactive experience. This

means the user does not passively observe the VE, but instead the environment changes in

response to the user's actions and movements.

VR differs from a regular desktop computer or mobile phone interface due to the level of

immersionit affords. Immersion is concerned with the technical speci�cations that describe

the system's ability to deliver an inclusive, extensive, surrounding and vivid illusion of reality

[61]. Closely related to immersion is the feeling ofpresence, which is de�ned as the user's

psychological, subjective feeling of actually being in the VE [61].

It is important to design VR systems and environments that aim to achieve maximal levels

of presence within the user. Facets of immersion have been shown to in�uence feelings of

presence. Among these facets are display refresh rate [3], environment realism and visual
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quality [75], and perceptual stimuli matching1 [22, 69]. This thesis mainly focuses on users'

limits of perceptual stimuli matching when users explore VEs via real walking, and to what

extent different factors in�uence these limits.

1.1 Walking in Virtual Reality

Travel is essential for exploring VEs. Thus, it is important to provide users with intuitive,

easy-to-understand travel interfaces to enable natural and usable VR experiences. Travel

interfaces that allow users to actively move are referred to aslocomotion interfaces. Travel

in VR has been supported in numerous ways, including joystick controls, omnidirectional

treadmills [29], and powered shoes [31]. However, these techniques are undesirable for

immersive VEs because they often lack appropriate sensory feedback or involve unwieldy

hardware. It has been shown that natural walking2 is the most intuitive and bene�cial

locomotion technique in VR, as it improves users' sense of presence [69], memory, and

performance [25, 53, 56].

One common locomotion interface that enables natural walking in VR isredirected

walking(RDW) [55]. RDW involves imperceptibly manipulating the VE via rotations and

translations so that a user subconsciously adjusts their real-world position to remain on

the intended virtual path. Using RDW, we can steer users away from the edges of the

tracked space while still giving them the bene�ts of real walking in the VE. This reduces the

frequency of breaks in presence3 that occur when a user reaches the bounds of the tracked

space which creates a more enjoyable and effective VR experience for the user.

1“Perceptual stimuli matching” refers to providing the user with perceptual information that matches their
actions, e.g. the viewing perspective updates as the user moves their head.

2A device such as a treadmill would not be classi�ed as “natural/real walking” because it simulates the
feeling of walking.

3A break in presence occurs when “the participant stops responding to the virtual stream and instead
responds to the real sensory stream” [59].
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RDW relies on estimated threshold gains, which de�ne how much the VE can be trans-

formed without a user noticing. Previous work by Steinicke et al. [63] estimated thresholds

for rotation, translation, and curvature gains; however, that study was conducted on VR

hardware with a40� �eld of view (FOV), which is no longer representative of modern VR

systems.

Current RDW implementation has focused on imperceptibility. However, when consider-

ing usability, factors including user gender, susceptibility to simulator sickness, and gaming

frequency could in�uence not only imperceptible threshold gains, but also usable threshold

gains that do not induce simulator sickness. Aside from individual differences, threshold

gains may be in�uenced by characteristics of the VR system including HMD FOV and

tracking latency. Improving our understanding of additional factors that in�uence threshold

gains will enable customizable redirection gains according to the user and the VR system.

Gains that are more suited for a particular user will increase the effectiveness and usability

of RDW.

1.2 Thesis Statement

Redirected walking thresholds are in�uenced by many different system and user character-

istics including �eld of view, user gender, and distractor presence. Furthermore, different

threshold calculation methods allow for accurate threshold estimation in fewer user trials.

In particular, this thesis outlines our experiments that

• Estimate rotation gain thresholds considering FOV, user gender, and distractors.

• Highlight a correlation between simulator sickness and rotation gain thresholds.

• Employ a novel statistical model to estimate thresholds with fewer experimental trials

using users' con�dence ratings.
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Chapters 2 and 3 present background on perception and locomotion in VEs. Chapter 4

presents our user study evaluating how rotation gain thresholds change according to different

factors. Chapter 5 presents our experiments implementing a novel statistical model that

estimates thresholds in fewer experimental trials. Chapter 6 reviews the �nal results and

discusses future areas of research that may deepen our understanding of redirected walking

thresholds.



Chapter 2

Perception

Virtual reality experiences are highly in�uenced by the user's perceptual system. When in

VR, the user perceives stimuli that mostly come from the VR system. How the user reacts to

these stimuli is a question that is core to virtual reality research. These stimuli often con�ict

with stimuli the user perceives from the real world, which can cause the user to react in an

unexpected manner. We can leverage this atypical behavior to force a user to act in a way

that bene�ts the VR system designer. Indeed, this is exactly why RDW works. Because this

phenomenon is so useful for creating usable VR experiences, it is crucial that we understand

how human perception works.

2.1 Non-visual Perception

Non-visual stimuli include haptic, auditory, proprioceptive, and vestibular signals. Haptic

perception refers to the sense of touch and physical feeling. Auditory perception refers to

hearing sounds. While both these stimuli play some part in RDW, they are out of the scope

of this thesis and will not be discussed further. Proprioception relates to the internal sense of

movement and position of the body. It refers to the perceptual system that, for example, tells

us when our hands are behind our back, or when our legs are moving. Vestibular perception
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refers to the interpretation of head movement and balance. Proprioceptive and vestibular

stimuli have been shown to improve users' navigation through VEs [56]. Furthermore,

locomotion interfaces that support these perceptual systems have been shown to decrease the

chance that a user experiences simulator sickness [12]. Thus, a locomotion interface should

aim to support these perceptual systems in order to deliver a good user experience.

2.2 Visual Perception

Visual perception refers to the brain's interpretation of an environment through the eyes. It is

an important part of how observers understand their surroundings. Within VR, the visual

stimuli a user perceives come from the head-mounted display (HMD). The quality of the

stimuli will depend on HMD factors including refresh rate, display resolution, and �eld of

view (FOV). FOV is the observable space an observer can see through their eyes or viewing

device. FOV is of particular interest to us in this thesis, since differences in FOV have been

shown to in�uence observers' locomotion patterns. Visual perception is crucial to virtual

experiences, so we will now discuss some of the important facets of visual perception and

how they interact with locomotion.

2.2.1 Optical Flow

Optical �ow refers to the pattern of perceived motion of the surrounding environment that

is projected onto the human observer's retina. Optical �ow patterns serve as a visual signal

of self-motion for the human observer. Numerous studies have shown that optical �ow

in�uences the observer's locomotion control depending on the speed and direction of optical

�ow [ 4, 50, 73]. When the observer's non-visual movement signals con�ict with their visual

movement signals (namely optical �ow), the brain prioritizes the visual signals. That is,

when the observer determines their current motion, they are more likely to believe visual
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information than non-visual information if the two provide con�icting cues of self-motion

[5, 38].

2.2.2 Vection

Vection is the illusory impression of self-movement provided by visual stimulation [23, 65].

It is typically felt when the observer visually perceives a moving environment, but their body

moves in a manner that would not produce the perceived optical �ow patterns. Because

vection is most often induced by visual stimuli, it is closely tied to the perceived optical �ow.

A common example of vection is the feeling of movement when an observer sits stationary

in a train and watches a neighboring train move.

It is known that peripheral stimulation plays an important role in perceiving optical

�ow patterns [50]. Thus, we can infer that peripheral stimulation plays an important role

in the degree of vection felt in the observer. In fact, many studies have demonstrated that

optical �ow perceived in the periphery increases feelings of vection [6, 27, 74]. However, it

should be noted that there is evidence of feelings of vection when foveal, and not peripheral,

stimulation is present [72].

2.2.3 Simulator Sickness

Simulator sickness is the feeling of motion sickness experienced when using a simulator

(or VR system). When they experience vection, it is common for users to also experience

simulator sickness. It is also possible for users to experience simulator sickness when using

VR applications. Simulator sickness decreases the usability of VR and can potentially deter

people from wanting to experience VR more than once. The exact cause of simulator sickness

is not known, but the main theory argues that con�ict between visual, proprioceptive, and

vestibular stimuli is the culprit [36]. Hettinger et al. [23] strengthened this theory when they

provided data suggesting that simulator sickness is a product of vection.
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It has been noted that FOV in�uences simulator sickness—speci�cally, a smaller FOV

has been shown to reduce the amount of simulator sickness users experience [15, 39]. A

recent study by Fernandes et al. [16] further explored how FOV in�uences simulator sickness.

In their study, they dynamically changed the FOV in VR using what they refer to as FOV

restrictors. They concluded that changing the FOV based on visually perceived motion makes

users feel more comfortable during their VR experiences [16].

2.3 Gender Differences

It is important to consider gender differences in visual perception. Halpern [21] highlighted

gender comparative studies that show that compared to females, males generally have better

dynamic visual acuity under the age of 40. Halpern also noted that, compared to females,

males tend to perform better in spatiotemporal tasks involving judgments about and responses

to moving visual displays [21]. A 5-year study by Burg [11] collected data on 17,479 people

(62.8% male) and found that females have a slightly wider �eld of view (reported FOVs

differed by roughly1� -2� ). Furthermore, it has also been noted that, in general, females are

more susceptible to motion sickness than males [34]. A study by Stanney et al. [62] found

that females reported higher sickness scores, but it could not be determined if this was due

to anatomical or hormonal differences. The authors of that study noted that females tend to

report simulator sickness symptoms more readily than males, which may contribute to the

higher intensity of simulator sickness seen in females. Gender role expectations, such as

males not wanting to appear weak, may also explain the differences in simulator sickness

scores between genders [77].

Few studies have speci�cally looked at interactions between RDW and gender. A study by

Bruder et al. [9] investigated differences in perceptual thresholds of RDW between genders

with a40� FOV but did not �nd statistically signi�cant differences. Hildebrandt et al. [24]

studied human factors that in�uence simulator sickness after exposure to RDW applications.
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The results from that study support the claim that females are more susceptible to simulator

sickness when experiencing RDW. The authors of that study concluded that human factors

such as gender should be accounted for when implementing RDW. They also showed that

users tolerated more simulator sickness if the VR application was exciting or practical.





Chapter 3

Virtual Locomotion

Locomotion in VR is essential for exploring VEs and delivering an interactive experience.

Without locomotion, VR is more akin to passively watching a movie. A lack of support

for locomotion within the VE may reduce feelings of presence and, in turn, make VR less

effective [60].

Human gait features a wide range of movements like walking, running, skipping, and

waddling. A good locomotion interface must support these motions, while also accounting

for a variety of tracked space shapes and user dimensions. Supporting such a variety of

movements is a challenge for VR systems. In this chapter, we will discuss the advantages

and disadvantages of different locomotion interfaces.

3.1 Locomotion Interfaces

A locomotion interface is a device and/or software that allows a user to travel in a virtual

environment. Ideally, a locomotion interface should allow the user to really walk1 (or

perfectlymimic the sensations felt when one really walks), be easy to understand, and require

minimal extra hardware or setup. A number of different locomotion interfaces have been

1“Really walk” in this context refers to locomoting in the tracked space using the same kind of walking we
use in everyday life.
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(a) (b)

Fig. 3.1 Two locomotion interfaces, powered shoes [31] (left) and treadmills [29] (right), that
do not support real walking.

proposed, prototyped, and evaluated. Some well-known interfaces include joystick controls,

omnidirectional treadmills [29], powered shoes [31], moveable tiles [30], andredirected

walking[55]. See Figure 3.1 for examples of some of these interfaces. However, many of

these locomotion techniques are undesirable because they do not meet all the criteria of

an ideal locomotion interface. Suboptimal locomotion interfaces are usually unsatisfactory

because they involve unwieldy hardware or lack vestibular or proprioceptive feedback that is

present during real walking, e.g. a treadmill.

Of the locomotion interfaces that have been studied, interfaces that utilizeredirection

techniques(RTs) appear to be the most promising because they allow users to really walk.

RTs allow users to explore VEs that are larger than the tracked workspace by manipulating

the user's path in the virtual environment [44]. It has been shown that natural walking is

the most intuitive and bene�cial locomotion technique in VR, as it improves users' sense

of presence [69], memory, and performance [25, 53, 56]. As a result of the numerous

bene�ts real walking offers, researchers have invested considerable effort into developing

and understanding locomotion interfaces that support real walking.
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3.2 Real Walking in Virtual Reality

Standard VR systems do allow users to walk around during a virtual experience, but users are

only able to walk within the tracked space. Movement outside the workspace borders will

not be tracked by the system's sensors, so the visual scene displayed on the HMD will not

update according to the user's movements. Thus, the size of the VE that a user can explore is

limited to the size of the tracked space. See Figure 3.2 for a diagram of a typical VR system

tracked space.

Fig. 3.2 The blue rectangle on the �oor represents the tracked space. The user can walk freely
within this blue rectangle and the VR system will be able to track their movements. If they
step outside this region, the VR system will not be able to track the user's movements. The
lighthouses (circled in red) are responsible for tracking the position of the HMD that the user
wears. Original image via [14].

To support real walking and increase the size of the explorable VE, we can employ RTs. A

multitude of redirection techniques have been developed [8, 28, 55, 67], which has prompted
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researchers to classify RTs based on their implementation-speci�c characteristics. Suma et al.

distinguished between redirection techniques based on the conspicuousness (overt or subtle)

and continuity (discrete or continuous) of their implementations [66]. Subtle and continuous

techniques are preferred because they have been reported to create fewer breaks in presence.

However, depending on the user's projected path and position in the workspace, we cannot

always rely on such techniques to keep users in the tracked workspace. In these situations,

redirection systems may sometimes be required to fall back on more overt techniques to

ensure the user's safety [44, 66].

3.2.1 Redirected Walking

One popular subtle and continuous RT that enables natural walking in VR isredirected

walking(RDW) [55]. RDW involves imperceptibly manipulating the VE via rotations and

translations so that a user subconsciously adjusts their real-world position to remain on their

intended virtual path. Using this technique, we can steer users away from the tracked-space

edges while still giving users the bene�ts of real walking in the VE. This reduces the amount

of breaks in presence caused by reaching the bounds of the tracked space.

For example, a user will physically rotate by 180� when he or she wants to turn 180�

in the VE, if no redirection is applied. If redirection is applied such that some real-world

rotation results in a larger rotation in the VE, the user will turn until their position in the VE

has rotated 180� , but the physical rotation will be less than 180� . We can also redirect such

that a physical rotation results in a smaller virtual rotation. When implemented carefully,

this discrepancy between the physical and virtual movements is imperceptible to the user if

it is small enough. Similar transformations can be applied to a user's walking path. When

walking on a straight path, we can translate the VE in the direction opposite to the user's

walking direction, which results in a virtual displacement that is larger than the user's physical

displacement. We can also rotate the VE while the user walks to force the user to follow a
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curved path in the real world. Depending on the strength and direction of the rotation, this

will force the user's real path to steer away from the edges of the tracked space. See Figure

3.3 for a diagram that explains how RDW manipulates the VE. This thesis is only concerned

with rotations of the VE when the user is standing in place.

Limits of Redirection

By applying RDW, users are able to walk naturally and explore VEs larger than the tracked

workspace. However, we cannot simply amplify users' movements by a large, constant factor

to maximize the size of the explorable VE without incurring negative repercussions such as

disorientation or increased simulator sickness. The scaling of a user's movements must be

small enough to maintain the VR application's usability and ensure the user's comfort. Thus,

there exists a trade-off between redirection intensity and user experience [55]. Ideally, enough

redirection is applied to maximize the explorable size of the VE and minimize discomfort

and breaks in presence caused by manipulating the VE.

The intensity of scaling applied to the VE is controlled by parameters calledgains.

Rotation gains increase or decrease a user's rotation in the VE relative to their real-world

rotation, while translation gains increase or decrease a user's displacement in the VE relative

to their real-world displacement. Curvature gains, on the other hand, cause users to walk

along a curved physical path while walking on a straight virtual path. Both rotation and

translation gains are expressed as a ratio of virtual motion to physical motion. A gain of 1 is

applied when virtual motion to physical motion is mapped 1:1. When a gain is greater than

1, the virtual movement (rotation or translation) is increased, and the resulting real-world

movement is smaller than the virtual movement. Similarly, when a gain is less than 1,

the virtual movement is decreased, and the resulting real-world movement is larger than

the virtual movement. Athresholdrefers to the point at which the applied gain becomes

noticeable to the user, and each threshold has an associated gain. A thresholdt corresponds
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(a) A translation gain allows the user to walk distances in the VE that are greater than the distance
walked in the real world.

(b) A rotation rotation gain allows the user to turn a greater virtual distance compared to their physical
rotation.

(c) A curvature gain forces the user to walk on a curved physical path in order to walk in a straight
path in the VE.

Fig. 3.3 Diagrams that illustrate how different RDW gains can be used to increase the size of
the explorable VE. The green borders represent the real-world tracked space borders, and
the purple borders represent the borders of the VE that correspond to the size of the tracked
space. Arrows indicate the user (green) or VE (purple) movement.
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to a gaing. A t threshold ofg means thatt% of the population will believe that their virtual

movements are larger than their physical movements when the gaing is applied. For example,

if the 50% threshold has a gain of 1.02, then half the population will believe that their

physical and virtual movements are the same when we apply a gain of 1.02 while the other

half will believe that their virtual movements are larger than their physical movements. In

previous work by Steinicke et al. the threshold values of interest are users' 25% and 75%

thresholds, which correspond todecreasedandincreasedvirtual rotations respectively [63].

VE rotation is often discussed in relation to the user's physical rotation. VE rotationwith

the user's physical rotation direction corresponds to a real-world rotation that is larger than

the virtual rotation, and VE rotationagainstthe user's physical rotation direction corresponds

to a real-world rotation that is smaller than the virtual rotation.

Estimation of Detection Thresholds

Many studies have estimated threshold gains in VR [7, 10, 20, 32, 33, 45, 48, 64]. The most

comprehensive study was conducted by Steinicke et al. [63], which estimated threshold gains

for rotation, translation, and curvature gains. However, that study was conducted on VR

hardware with a40� �eld of view (FOV), which is no longer representative of modern VR

systems. Since the present study only focuses on rotation gains, we will limit the discussion

to previous work related to estimated rotation gains. See Langbehn et al. for a full review of

redirection thresholds [37].

As de�ned by Steinicke et al. [63], a rotation gaingR = Rvirtual
Rreal

whereRvirtual is the virtual-

world rotation andRreal is the real-world rotation. Steinicke et al. reported 25% and 75%

rotation threshold gains at 0.67 and 1.24 respectively [63]. Since then, others have replicated

or conducted studies similar to [63] and reported different gains. Bruder et al. [7] reported

very similar gains at 0.68 and 1.26, while Paludan et al. [48] reported gains at 0.93 and 1.27.

Nilsson et al. [45] estimated threshold gains to be at 0.77 and 1.1. Additionally, Jerald et al.
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[33], who studied perceptual thresholds during head rotations, reported that scenes can be

rotated up to11:2%with the direction of the user's rotation and5:2%against the direction

of the user's rotation (threshold gains estimated in [63] correspond to 49% rotation with and

20% against the user's rotation direction).

Rotation threshold gains have also been studied in different experimental conditions,

again yielding different values. In addition to replicating [63], Nilsson et al. [45] studied

threshold gains in the presence of static and moving audio and found values at 0.8 - 1.11

and 0.79 - 1.08 respectively. In work by Bruder et al. [7], threshold gains were evaluated

for users traveling in electric wheelchairs. The gains in that study were reported at 0.77 and

1.26. Sera�n et al. [58] conducted a study that evaluated threshold gains using only auditory

stimuli, and reported values at 0.82 and 1.2.

Incorporating Distractors

VEs often include components that are not directly related to the purpose of the VR applica-

tion. For example, an outdoor VE may include butter�ies even though the application has

nothing to do with butter�ies. These extra components of the VE can momentarily capture

the user's attention as they complete some virtual task.

These extra components are known as distractors—objects or sounds (or a combination

of both) in the VE that aim to capture the user's focus to allow larger redirection amounts

to be applied without the user noticing [51]. Distractors are an overt redirection technique

[66]. When a user is distracted by something in the environment, we can leverage the user's

focus on a single object to induce stronger redirection that would normally be noticed if

the user was attending to the environment's movements. The effect of distractors on users'

navigational ability and awareness of RDW has been previously studied [13, 52, 53]. Results

from these studies indicate that, in general, redirection using distractors is effective, and users

perform tasks at least no worse than when redirected by RDW without distractors. Peck et al.
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[51] demonstrated that rotation gains can be increased while users are distracted, but we are

currently unaware of any studies that formally estimate threshold gains with distractors.





Chapter 4

Estimation of Rotation Gain Thresholds

This section presents our experiment design and results.

4.1 Equipment

We used an HTC Vive Pro virtual reality headset with 6 degrees of freedom (6DoF)1 position

and orientation tracking in a5m� 4:2m tracking space. The system had about 110� diagonal

FOV, a 90Hz refresh rate, and a1440� 1600resolution per eye. The experiments were run

on the Unity 2018.1.6f1 engine (with the SteamVR library) on a computer with an Intel

i7-7820X processor (3.6 GHz), 32GB RAM, and NVIDIA GeForce GTX 1080 Ti GPU

running on Windows 10 Pro edition. The experiments ran at 90 frames per second.
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